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st
ra
ct Learning functions with high-dimensional outputs is critical in many applications, such as physical simulation and engineering design. However, collecting 

training examples for these applications is often costly, e.g., by running numerical solvers. The recent work (Li et al., 2022) proposes the first multi-fidelity active 
learning approach for high-dimensional outputs, which can acquire examples at different fidelities to reduce the cost while improving the learning performance. 
However,  this method only queries at one pair of fidelity and input at a time, and hence has a risk to bring in strongly correlated examples to reduce the 
learning efficiency. In this paper, we propose Batch Multi-Fidelity Active Learning with Budget Constraints (BMFAL-BC), which can promote the diversity of 
training examples to improve the benefit-cost ratio, while respecting a given budget constraint for batch queries. Hence, our method can be more practically 
useful. Specifically, we propose a novel batch acquisition function that measures the mutual information between a batch of multi-fidelity queries and the target 
function, so as to penalize highly correlated queries and encourages diversity. The optimization of the batch acquisition function is challenging in that it involves 
a combinatorial search over many fidelities while subject to the budget constraint. To address this challenge, we develop a weighted greedy algorithm that can 
sequentially identify each (fidelity, input) pair, while achieving a near (1 - 1/e)-approximation of the optimum. We show the advantage of our method in several 
computational physics and engineering applications. 
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Experiment

Motivation
PDEs: “Differential equations... represent the most powerful tool humanity 
has ever created for making sense of the material world.” (Strogatz 2009). 

System Identification: 
• Requires extensive prior knowledge in the corresponding field 
• Ex: modeling the deformation and failure of solid structure requires 

detailed knowledge of the relationship between stress and strain in the 
constituent material 

Zongyi Li et al. 2020

Solving Complicated PDEs: 
• Ex: those arising from turbulence and plasticity are computational 

demanding and intractable
• Numerical solvers vs. data driven solvers 

Solve vs. Learn: 
• Solving PDEs are slow and one instance only
• Learn a family of solutions slow to train but fast to evaluate 

Zongyi Li et al. 2020

VS.

Intuition of Multi-Fidelity Learning : 
• Numerical Solvers are fast on coarse grid and slow on fine grid which 

implies
• Low-fidelity solutions: cheap to acquire but inaccurate
• High-fidelity solutions: accurate but expensive to acquire

Why (Multi-Fidelity) Active Learning: 
• Training examples are expensive
• Leverage the cost-benefit ratio

Methods

Deep Multi-Fidelity Active Learning: 
• Training examples are expensive
• Leverage the cost-benefit ratio

Concatenate inputs Low-rank outputs

Outputs in solution space

MF Modeling

MF Acquisition

Ignoring the correlations between 
the successive queries

Our Contribution:
• A batch multi-fidelity active learning approach for high-dimensional outputs
• Consider budget constraints in query samples
• A proved efficient greedy algorithms that nearly 1-1/e optimality

Sequential strategy Batch strategy

Why batch matters?

Intuition of Novel Batch Acquisition
• Single acquisition that considers the improvements of at all inputs

• Batch acquisition under budget B

Intractable expectation

• Monte-Carlo Approximation of Target Acquisition

Incurs combinatorial search over multiple fidelities
• Weighed Greedy Optimization

Proved near 1-1/e optimal

• BMFAL-BC: our weighted greedy strategy
• DMFAL-BC: DMFAL with original acquisition
• MFAL-BC: DMFAL with modified acquisition
• DMFAL-BC-RF: DMFAL with original acquisition but random fidelity selection
• MFAL-BC-RF: DMFAL with modified acquisition but random fidelity selection
• Batch-RF-BC: Pure random selections of fidelities and query inputs

For all compared methods, the surrogate is updated in a batch fashion until the 
budgets are exhausted.

Our method

Our methods


